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	Executive summary 
	The paper proposes new network architecture with the objective to enhance MARE( overall availability.

	Action to be taken
	As per paragraph 5

	Related documents
	a. STIRES 7/MED/4 – Availability
b. Service Level Agreement signed between EMSA and Italy (18th February 2010).
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Introduction

As a follow up to the signature of a Service Level Agreement (SLA) between EMSA and the Italian Coast Guard, MARE( has been providing SafeSeaNet with the AIS information gathered from the MS’s participating in MARE( network.
The purpose of this document is to present new network architecture with the aim to improve the overall MARES network availability and better comply with the minimum standards performance.
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Performance requirements
The Service Level Agreement requires the following minimum performances:
- 
MARES will provide STIRES with AIS information through two SSN proxies installed at ITCG premises. Proxy availability shall be no lower than at 99% over any one year period, with a maximum single down time of 12 hours.

-
Critical incidents shall be analyzed within 1 hour and, after that, be solved within 1 hour.

In accordance with the above mentioned SLA, an incident will be classified critical if it causes a total loss of the primary function of SafeSeaNet/STIRES affecting a large group of users or an important deadline.
Furthermore, the current SafeSeaNet Interface Control Document states that the NCA availability (both hardware and software) shall be maintained at 99% over a period of one year with the maximum permissible period of interruption being 12 hours.
3.
Current architecture
Figure 1 shows the current MARES architecture is based on a regional server located at the Italian Coast Guard premises and a constellation of national proxies, one for each participating Country.
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Figure 1 : Current MARES architecture

A complete image of the traffic image of the interesting area is assembled by the regional server and disseminated back to all participating Countries.
The proxy allows the secure connection between the national AIS network and the regional server through the Web. The proxy application receives from the regional server a data stream which could be relayed to three different subscriber applications. In this architecture all proxies are linked to the regional server through a single IP connection.

Figure 2 shows an additional MARES proxy instance is installed at ITCG premises for relaying of AIS information to EMSA. Such a proxy delivers AIS information to two subscribers each of one is constituted by a SSN proxy.
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Figure 2 : Improved architecture

The network runs correctly in such architecture, only in case:

·  
all the elements numbered from 12 to 15 at ITCG premises, and
·  
MARES PROXY and at lest one of SSN proxies, 

run properly.
4. 
Architecture improvement
The MARES Server is located at the Italian Coast Guard premises and all the Proxies connect to it using the single MARES IP address (89.97.128.227). Even if the Internet Provider guarantees a very high availability of the Internet Connection, sometimes could happen that the MARES IP address is not reachable, and this will cause the loss of connections between the proxies and MARES Server. 
When such an event occurs, EMSA will not receive AIS data from MARES. To avoid this situation an improved MARES architecture is needed. The best solution is a kind of disaster recovery strategy (see figure 3), that foresees a second “light” MARES Server to be located far away from the first one, in order to reduce the probability to have a breakdown on the internet communication at the same time.
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Figure 3: Disaster recovery

The second server is labelled “light” because it will not have all the characteristics of the first. In fact the second server will be a backup server that will be used only in case the Internet connection with the first server goes down. In this way the DB storage capacity of the second server could be lower than the one of the first Server and the Statistical DB will not be installed. A core Server instance will run in the second server so that when the connection with the first server will breakdown, the participating Countries and EMSA will continue to receive AIS information from the second server, without human intervention. 
The web application will be installed in the second server, so that users could access to the GIS just to monitor the real time situation of vessel traffic. As showed in figure 3, a synchronization mechanism between the DB of the two servers will be foreseen for two main reasons:
· the second server should have all the information about Web and Proxies user accounts contained in the first server, so that also the second server will be able to authenticate all the MARES users;
· the second server should provide the first server with the AIS data collected when the connection with the first server was down.

In order to support the improved MARES architecture, an improved Proxy application will be necessary. There are two possible solutions:

· The first is to update the proxy so that it will be able to connect simultaneously to both the MARES servers, providing AIS data to both of them. 
· The second is to update the proxy solution so that it will be able to use not only numeric IP address but also host name or fully qualified domain name (FQDN).

The first solution is difficult to implement and will require important changes in the proxy application architecture. As the Proxy is a very stable application it could be counterproductive to change it. In addition with this solution the double internet bandwidth consumption will be required for each participating Country.
The second solution is easy to implement and will neither impact nor the performance of the proxy application neither the bandwidth requirement. With this solution the proxy application will use no more a numeric IP address in order to connect to MARES, but will use a FQDN (ei. www.mares.eu). If the connection with the first server is up, the MARES FQDN will be linked to the IP address of the first server, otherwise the DNS server will be updated in order to link the FQDN to the IP address of the second server. In this way the redundancy of the connection will be guarantee without human intervention.

4.1. Benefits
The main benefits provided by such architecture are related to the availability improvement and to critical incident response. On October 12nd 2010 the Link availability calculated by MARES for the connection providing of AIS information to EMSA for STIRES purposes was:

Ax=99.985%

Assuming this value as a specification system, as stated in STIRES 7/MED/7 the combined availability is shown by the equation below:
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so, the availability for a duplicate system is: A = 99.99999775%
4.2. Costs

The costs to be sustained by hosting Country are related to:
· a new dedicated hardware acquisition to be installed at ITCG premises to be localized basing upon the Italian internet backbone topology;
· the ORACLE DBMS licences acquisition for the dBase to be installed in the second premises, including the tools for the dBases synchronization;
· to provide an additional dedicated DMZ in the second premises;
· to modify the MARE( proxy application;
· to modify the software for the management and for the monitoring according to the new architecture;

4.3. 
Requirements for EMSA

No further action is required at EMSA side since it’s already working on duplicated SSN_proxy.

4.4.
Requirements for participating Countries

The participating Countries have to install the new proxy release.
5. 
Action required
Participants are required to note the proposal and decide as appropriate.
� 	This value has been calculated based on measurements starting as from March 4th 2010.
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